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● Can we bring structure into abstracts?

○ Structured abstracts

■ Emerald (this study)
■ PubMed (Gidiotis and Tsoumakas,2019)

○ Benefits

■ Faster and easier access by the reader
■ Greater clarity for both reader and writer



Structured Abstract of Emerald
● FacetSum Dataset

○ 60,532 scientific papers w/ fulltext

○ Covering 25 different academic fields



Structured Abstract of Emerald
● Summarize each study in four facets

○ Purpose

○ Design/methodology/approach

○ Findings

○ Originality/value



Structured Abstract of PubMed
● Five facets

○ Introduction

○ Objections

○ Methods

○ Results

○ Conclusion

● Dataset
○ 19.7m+ scientific papers, 2.8m w/ fulltext

○ #unstructured : #structured = 4.5m : 15.1m



Analysis 1 - Sentence Position Distribution
● Find best-match sentences (extractive oracle) in 

source texts by Rouge-1

● Plot the relative position of each oracle sentence

○ Purpose is clearly skewed towards the beginning

○ Method distribution is generally uniform

○ Findings are mostly positioned towards the end

○ Value is located at the beginning and end 
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Analysis 2 - Section Alignment
● How different abstract facets align with different sections in an article

● Categorize paper sections by keyword matching of section titles

○ Introduction: intro, purpose
○ Method: design, method, approach
○ Result:  result, find, discuss, analy
○ Conclusion: conclu, future

● Oracle scores show a strong correlation between summary facets and sections
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● Method

○ Utilize a pre-trained encoder-decoder model - BART

○ Fine-tune it on Emerald paper data

■ Input: (1) full paper (2) I+C (introduction+conclusion)

■ Output: 

● (1) BART-CAT

● (1) BART-FACET: use a control token in input specifying the facet to summarize

○ Pros: shorter output sequence
○ Cons: may output duplicate information among multiple facets
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Results
● Results

○ BART-CAT << BART-Facet

■ The quality of outputs deteriorates rapidly as the decoding proceeds

○ I+C > full paper

■ Difficulty in handling long inputs (avg 6.8k tokens).



Future Work
● Incorporating methods for long-document processing

○ Reducing input length by first extracting key sentences or segments

○ Architectures for long text, such as Longformer, BigBird

● Automatically structuring traditional abstracts



Thank You!
Email: rui.meng@pitt.edu

arXiv: arxiv.org/pdf/2106.00130.pdf

Data & Code: https://github.com/hfthair/emerald_crawler

● Crawler for Emerald data
● Paper links and dataset splits

https://arxiv.org/pdf/2106.00130.pdf
https://github.com/hfthair/emerald_crawler

