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What’s KPG & why it’s unique? 

Important concepts/entities in a document.

Each phrase can have multiple words

Target is a list of multiple phrases (variable 
number of target sequences)



What’s KPG & why it’s unique? 

Present (extractive) vs Absent (abstractive)



Seq2Seq for KPG: One2One vs One2Seq

Deep keyphrase generation. R Meng, S Zhao, S Han, D He, P Brusilovsky, Y Chi, 2017.
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• Q1: How well do KPG models generalize to various testing distributions?

• Q2: Does the order of target keyphrases matter while training One2Seq?

• Q3: Does more training data help? How to better make use of them?

• Q4: Is copy mechanism always helpful for KPG models?

• Q5: What is the effect of beam width? 
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• Q1: How well do KPG models generalize to various testing distributions?

• Q2: Does the order of target keyphrases matter while training One2Seq?

• Q3: Does more training data help? How to better make use of them?

• Q4: Is copy mechanism always helpful for KPG models?
• No

• Q5: What is the effect of beam width? 
• For now, the larger the better

Research Questions



Q1: How well do various KPG models generalize?

Training Paradigm
- One2One vs. One2Seq

Architecture
RNN vs. Transformer



Q1: How well do various KPG models generalize?

D0  In-distribution

D1  Out-of-distribution

D2  Out-of-domain

Training Paradigm
- One2One vs. One2Seq

Architecture
- RNN vs. Transformer

Dataset
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Q1: How well do various KPG models generalize?

• One2Seq generalizes better on present KPG, while One2One excels at absent KPG. 
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Q1: How well do various KPG models generalize?

• Transformer fits better on in-distribution data and exhibits much better abstractiveness
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Q1: How well do various KPG models generalize?

• Transformer fits better on in-distribution data and exhibits much better abstractiveness
• But RNN seems to generalize better on out-of-distribution present KPG
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• Architecture: RNN vs. Transformer ?



Q1: How well do various KPG models generalize?

• Training Paradigm: One2One or  One2Seq ?

• Architecture: RNN vs. Transformer ?

• It depends!
• Prefer present?  Transformer + One2Seq

• Prefer absent?  Transformer + One2One

• Less computational resources?  RNN + One2One



Q2: Does order matter?

• Alpha (A->Z) / Alpha-rev (Z->A)

• Short -> Long / Long -> Short

• Original / Original-rev

• Present-Absent / Absent-Present

• Random

For training One2Seq models, we can concatenate target keyphrases in different orders:



Q2: Does order matter?



Q2: Does order matter?

• With greedy decoding, target phrase order shows distinct effects on performance (i.e. Pres-Abs >> Abs-Pres). 



Q2: Does order matter?

• The effect of target ordering diminishes when beam search is performed, especially with large beam size.



Q3: Extra (noisy) data?

MagKP dataset (2.7M)

5x larger than KP20k (514K)



Q3: Extra (noisy) data?

• MagKP is also noisy

• Distribution of MagKP is very different from 
normal author-keyword datasets e.g. KP20k

• Authors usually provide 3~10 keyphrases for a 
paper, μ=5.25 (red-filled bars)

• MagKP can have up to 100 keyphrases for a 
paper, μ=15.4 (black-bordered bars)



• Extra data does help

• Transformer + One2Seq achieves SOTA 

present scores

Q3: Extra (noisy) data?



Q3: Extra (noisy) data?

• Pre-training w/ noisier data performs better.

• The way of mixing noisy/clean data also 

makes a difference

• FT (Fine-Tuning) > ALT > MX >> Only

• Pre-training w/ noisy data and then fine-

tuning w/ clean data can lead to better 

performance





• Basic settings are critical
§ Our study provides a guideline on how to choose such settings

• Open questions
§ More efficient KPG inference

§ Mitigate the effect of phrase ordering

§ Better way utilizing large and noisy data

Conclusion



Thank you!
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